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Abstract 

It is often assumed that Hebbian synaptic plasticity forms a cell assembly, a 

mutually interacting group of neurons that encodes memory. 

However, in recurrently connected networks with pure Hebbian plasticity, cell 

assemblies typically diverge or fade under ongoing changes of synaptic strength. 

Previously assumed mechanisms that stabilize cell assemblies do not robustly 

reproduce the experimentally reported unimodal and long-tailed distribution of 

synaptic strengths. 

Here, we show that augmenting Hebbian plasticity with experimentally observed 

intrinsic spine dynamics can stabilize cell assemblies and reproduce the 

distribution of synaptic strengths. Moreover, we posit that strong intrinsic spine 

dynamics impair learning performance. Our theory explains how excessively 

strong spine dynamics, experimentally observed in several animal models of 

autism spectrum disorder, impair learning associations in the brain. 
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